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Abstract
We present results ofab initio calculations for the electronic and atomic
structures of monovacancies and antisite defects in 4H-SiC in all possible charge
states. The calculations make use of a plane-wave pseudopotential method
based on density-functional theory and the local spin-density approximation.
Formation energies, ionization levels, and local geometries of the relaxed
structures are reported for defects at all possible cubic and hexagonal lattice
sites. To correct for the electrostatic interaction between charged supercells,
we use a Madelung-type correction for the formation energies, leading to good
agreement with experimentally observed ionization levels. Our calculations
indicate no negative-U behaviour for carbon vacancies. Hence, the singly
positive charge state of the carbon vacancy V+

C is stable, as recently found in
experiments. The silicon antisite Si+

C is found to be stable at low values of
electron chemical potential—again in agreement with experiment.

1. Introduction

Silicon carbide has excellent mechanical stability. It can withstand chemically hostile environ-
ments, high temperatures, high electric fields, and high frequencies. Due to its various superior
characteristics, SiC has great potential for various demanding electronic applications. The
main obstacle to SiC becoming a widespread semiconductor material is the problems arising
from high-quality large-area crystal growth. Furthermore, semiconductor processing requires
controlled incorporation of dopants, whereas the presence of other defects is not generally
favourable. In order to tailor the properties of a semiconductor in a desired way, the electronic
structure and the stability of both the wanted and unwanted defects must be well understood.
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12-16, D-53115 Bonn, Germany.
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SiC is an interesting material for technological applications; the problems arising in
growth of the material stem from the fact that it is also one of the rare materials which can
exist in several crystalline modifications—so-calledpolytypes. All the polytypes of SiC can be
described on the basis of a hexagonal lattice where the different modifications arise from the
different stacking sequences of carbon and silicon planes [1]. One of the problems in growth
arises from the difficulty of retaining one specific polytype. Apart from two polytypes, all other
SiC structures contain both hexagonal and cubic lattice sites. 3C-SiC, i.e. the zinc-blende
structure, has only cubic lattice sites while 2H-SiC, the wurtzite structure, has only hexagonal
lattice sites. The properties of different SiC polytypes can be quite different. For example,
the band gap of 3C is 2.39 eV while for 2H it is 3.33 eV. The technologically most interesting
polytypes 4H- and 6H-SiC are mixtures of wurtzite and zinc-blende crystal structures, which
results in there being two inequivalent lattice sites for both carbon and silicon atoms.

Native point defects in a SiC crystal include vacancies, antisites, and interstitials. These
simple, isolated point defects may be producedexperimentally by electron or proton irradiation
at low temperatures. Raising the sample temperature during annealing treatments makes these
defects either unstable or mobile. One example for unstable point defects has been considered
in [2] in the form VSi → CSiVC, i.e. the conversion of a silicon vacancy to a carbon antisite–
carbon vacancy pair. While mobile primary defects also give rise to various defect complexes,
in this study we concentrateon investigating the simplest point defects: vacancies and antisites.

Experimentally, point-defect-related centres in SiC are observed after irradiation treatment
or as grown-in defects by means of photoluminescence (PL) [3–7], optically detected magnetic
resonance (ODMR) and electron paramagnetic resonance spectroscopy (EPR) [3, 4, 8–12],
electron–nuclear double resonance (ENDOR) [13], and by positron annihilation spectroscopy
(PAS) [14–18]. Also various capacitance transient techniques such as deep-level transient
spectroscopy (DLTS) have been used in SiC defect studies [19–22]. For a comparison with
experimental results we will concentrate on the as-irradiated state after electron or proton
irradiation, since thus mainly simple, isolated point defects are created.

In spite of the recent progress in experimental SiC characterization, the atomistic
identification of its defects is still limited. So far, among point defects only the silicon
monovacancy in its singly negative charge state has been conclusively identified from
experiments [13]. On the other hand, there are numerous tentative assignments for other
defects in SiC. Promising results have been obtained, from among others EPR spectroscopy
[11] and positron annihilation measurements, where already the silicon antisite [11] and both
the silicon and carbon monovacancy, and the Si–C divacancy, appear to have been observed
[14, 18, 23]. But the defect identification is hampered by the obvious lack of accurate
theoretical data. Theoretical and experimental studies of electronic, structural, and optical
properties must be correlated for an unambiguous identification of point defects.

In the theoretical literature, point defects in SiC were studied more than a decade ago,
first using a tight-binding approach [24, 25], but also employing pseudopotential calculations
without full ionic relaxations and using only a comparatively small supercell [26]. An all-
electron LMTO-ASA study for the unrelaxed VSi was carried out later [13]. Recently,
accurate pseudopotential calculations with full ionic relaxations employing larger supercells
have appeared [27–31]. Nevertheless, the present understanding of point defects in SiC is still
far from complete.

Usually, data stemming from calculations performed by different research groups suffer
from the fact that they are not comparable to a high accuracy due to the slightly different
approximationsused (pseudopotentials, plane-wave cut-off energies, Brillouin-zone sampling,
etc). In this paper, we present a comprehensiveab initio study of the physical properties of
all simple point defects (monovacancies and antisites) in 4H-SiC. This gives us the unique



Properties of monovacancies and antisites in 4H-SiC 6205

possibility of comparing even small differences. The defects at cubic and hexagonal lattice
sites are considered separately in our calculations. We discuss the error margins of calculated
results in the framework of the plane-wave pseudopotential (PWPP) method,and try to evaluate
to what extent the calculated and experimental results are comparable.

To compare our results to those from experimental magnetic resonance methods (EPR,
ODMR, ENDOR), we determine for all defects in all their possible charge states the symmetries
and the total spin. Furthermore, we determine the ionization levels and compare our results
to experimental data from PL, DLTS, and PAS. We make an attempt to present the calculated
properties such that they can be compared to other calculations or to experimental observations
in a straightforward manner. Therefore, the data are presented without any correction for the
well known band-gap problem arising from the local density approximation. Rather, we
indicate the Kohn–Sham band edge below the experimental conduction band. We do correct
for the electrostatic interaction between charged supercells by employing a Madelung-type
correction for the formation energies [32]. However, from the point of view of density-
functional theory (DFT) alone we do not claim that the effect of the Madelung correction on
the ionization levels is fully understood and absolutely correct. The use of the macroscopic
dielectric constant may overestimate the correction. Nevertheless, this procedure will be
shown to lead to good agreement with experimentally observed ionization levels.

The outline of the article is as follows. In section 2, we describe the computational PWPP
scheme used in detail. In section 3, we present the results for the neutral defects, while section
4 contains the results for the charged defects: the formation energy curves, the positions of
the ionization levels, and the atomic relaxations around the defects. Finally, we discuss in
section 5 the calculated results together with experimental observations and recent theoretical
calculations for point defects in SiC.

2. Method

2.1. Basic computational methods

We use a plane-wave pseudopotential method [33, 34], where the exchange–correlation
functional of the many-body electron–electron interaction is described within the local spin-
density approximation (LSDA) [33–35]. In order to describe the valence electrons, plane-
wave basis functions are used, while the core electrons are described by pseudopotentials.
For the Si ions we use the standard norm-conserving Bachelet–Hamann–Schlüter (BHS)
pseudopotentials [36]. In order to reduce the number of plane waves needed to describe
electron wave functions, we employ for the C ion the Vanderbilt non-norm-conservingultrasoft
pseudopotential [37, 38] with a core radius of 1.3 au.

In our defect calculations, all of the ions in the supercell have been allowed to relax
without any symmetry constraints using the Broyden–Fletcher–Goldfarb–Shanno (BFGS)
algorithm (see e.g. [39]) in order to attain the minimum-energy configuration. The initial
atomic configurations have been randomized from the ideal structure to remove any spurious
symmetries. For the electronic structure minimization, we employ damped second-order
dynamics [40] combined with the Williams–Soler algorithm [41]. All calculations have been
performed in a massively parallel CRAY-T3E system using the carefully optimized FINGER
(Finnishgeneralelectronrelaxator) code [42].

The convergences of the cohesive energy, lattice constant, bulk modulus, and its first
pressure derivative in 3C-SiC are studied as functions of the kinetic energy cut-off. The
structural parameters are well converged with plane-wave kinetic energies of 20 Ryd
(see figure 1). Hence, we use this PW cut-off in the following work.
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Figure 1. Convergence of structural parameters as functions of the plane wave cut-off for 3C-SiC:
cohesive energyEC, lattice constantalat, bulk modulusB, and first pressure derivativeB′.

The structural properties of 4H-, 2H-, and 3C-SiC obtained with a kinetic energy cut-
off of 25 Ryd are presented in table 1. In 3C-SiC, all calculated and referenced values are
obtained by a fit to the Murnaghan equation of state [43]. Our results are compared with
previous pseudopotential calculations for structural parameters for different polytypes and
experiments. We chose reference [1], because in this study a code (FHI93) similar to FINGER
has been used. The differences between the results should arise only from different soft
pseudopotentials used to model the carbon ion.

Table 1. Calculated cubic and hexagonal lattice constants given in Å:a3C, a2H, c2H, a4H, andc4H.
For 3C we give the bulk modulusB in Mbar and the first pressure derivativeB′. For comparison, the
corresponding values from previous DFT-LDA calculations and from experiments are presented.
(For 3C, the hexagonal lattice constant is obtained by dividing the cubic lattice constant by

√
3).

a3C a2H c2H c/a (2H) a4H c4H c/a (4H) B(3C) B ′(3C)

[a] 4.291 3.031 4.960 1.637 3.032 9.928 3.274 2.22 334
[b] 4.305 3.045 4.993 1.640 3.039 9.978 3.283 2.26 337
[c] 4.360 3.076 5.048 1.641 3.078 10.086 3.277 2.24 390

a Ab initio result from reference [1].
b This work.
c Experimental result: see volumes III/22a and III/17a of [44].

The (smallest) unit cell of the 4H structure is described by hexagonal lattice vectors and
eight basis atoms. In this case the unit cell is elongated along thec-axis (ratioc/a = 1.63).
However, it is possible to construct a perfect 4H-SiC lattice using rectangular lattice vectors as
well. In our defect calculations we use such a rectangular supercell, which is as close to cubic
as possible. This is done to minimize the defect–defect interactions by separating defects in
the periodic superlattice as much as possible. Testing many other cell sizes and shapes as well
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as differentk-point samplings, this choice turns out to be computationally the most efficient,
because we obtain for the rectangular (nearly cubic) shaped cell well converged results using for
the Brillouin-zone sampling only the� point. Hence, we performed all the defect calculations
in the LSDA scheme using the� point in a 128-atom supercell. The rectangular basis vectors
given in atomic units areax = 19.890,ay = 22.967, andaz = 18.860.

2.2. Total energies and defect formation energies in supercell calculations

In order to obtain information about the equilibrium concentrations and the ionization levels of
native defects, we calculate the formation energies for all defects studied in all their possible
charged states.

The energy required to form a defect in an otherwise perfect crystal is the free energy
of formation (�F = EF − T S). The temperature-dependent part of�F describes the entropy
effects of ionic vibrations (phonons), which are non-trivial to calculate. Therefore, the
contribution from the phonon entropy is often ignored. At low temperatures the free energy
of formation�F and, thus, the concentrations of defects in thermodynamic equilibrium are
largely determined by the formation energyEF, with only minor contributions arising from
the phonon entropy. However, at elevated temperatures, the anharmonic effects in the entropy
term may have a significant influence on�F. These are, however, beyond the scope of the
present work.

The formation energyEF can be evaluated directly from electronic structure calculations.
We determine the formation energies using the standard formalism of Zhang and Northrup
[45], where the formation energyEF of a defect in the charge stateq is expressed as follows:

EF = Etot(q) + q(EV + µe) −
∑

s

nsµs. (1)

Here,µe is the electron chemical potential (often also denoted asEF for the Fermi level)2.
Etot(q) is the calculated total energy of the supercell containingnC carbon andnSi silicon
atoms and the defect. Additionally, it may have an excess chargeq. If the defect binds extra
charge, this has to be transferred from a reservoir to the level of the electron chemical potential
(µe), measured relative to the valence band maximum (EV). The sum runs over the atomic
species involved and describes the energy whichnC carbon andnSi silicon atoms would have
in the ideal SiC crystal.

Unfortunately, the exact values of the chemical potentials of the constituents (µSi, µC) of
the compound crystal cannot be uniquely determined. We can only state that

µSiC = µSi + µC (2)

whereµSiC is the energy per Si–C pair in the SiC crystal. In addition, the chemical potentials
of atomic constituents in SiC cannot exceed their elemental bulk values (µSi � µbulk

Si , µC �
µbulk

C ).
If we define the chemical potential difference

�µ = (µSi − µC) − (
µbulk

Si − µbulk
C

)
(3)

and note that under extremely Si-rich or C-rich preparation conditions the chemical potentials
of the constituents approach their corresponding bulk values, we can see that�µ is limited
by the heat of formation (�H) of the SiC crystal:

�H = µbulk
Si +µbulk

C − µbulk
SiC . (4)

2 We prefer to use the symbolµe, since a semiconductor does not have a Fermi surface and, hence, the Fermi level
is not properly defined.
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In fact,�µ can be related to the deviation from ideal stoichiometry. Hence, it can vary from
−�H (C-rich) to�H (Si-rich). For 4H-SiC, we calculate the heat of formation to be 0.67 eV.
Now the formation energy (equation (1)) can be rewritten using�µ:

EF = Etot(q) − 1

2
(nSi + nC)µbulk

SiC − 1

2
(nSi − nC)

(
µbulk

Si − µbulk
C

)
+ qEV

+ qµe − 1

2
(nSi − nC)�µ. (5)

We plot (figure 2; see section 4.1) the formation energies as functions of the electron chemical
potential from the valence band maximumEV to the value of the band gap (Egap). The
appropriate value for the chemical potential difference�µ depends on the defect and defect
formation processes.

The ionization level (q/q ′) of a given defect is the position ofµe in the band gap where
the most stable charge state changes fromq to q ′. Ionization levels can be obtained by solving
the following equation for the value of the electron chemical potentialµe:

Etot(q) + q(EV + µe) = Etot(q
′) + q ′(EV + µe). (6)

The computational DFT-LSDA method has some unresolved problems, which can have
a significant influence on the ionization levels. The most important is the gap problem:
in the electronic structure calculations the band gap is extracted from Kohn–Sham single-
particle energy levels. Formally, these levels do not describe any physical quantity—only
the total energy is well defined. Although Kohn–Sham eigenvalues sometimes agree quite
nicely with the true quasiparticle band structure, the width of the band gap is always severely
underestimated. We obtain for the energy gap of 3C- and 4H-SiC 1.24 and 2.6 eV, respectively,
while the corresponding experimental values are 2.39 and 3.27 eV. Since defect states appear
in the band gap, there can be problems in interpreting the actual positions of the ionization
levels according to equation (6). In this work, the calculation of the ionization levels is based
on the total energies. We will consistently report ionization levels measured from the valence
band maximum (VBM). However, when plotting the formation energies, we indicate also the
position of the LDA gap and leave it to the reader to measure the distance of an ionization level
from the experimental conduction band minimum (CBM) or from the Kohn–Sham band edge.

Another possible source of error affecting the ionization levels arises from the charged
supercells. Even though we use supercells that are as big as is computationally possible, the
localized charge distribution with its neutralizing background around each defect interacts
with neighbouring supercells due to the long-range nature of the Coulomb interaction. The
electrostatic interaction between supercells gives rise to an error which scales with the charge
squared (q2) and depends inversely on the supercell dimensionL. Due to theq2-dependence,
this error becomes significant for highly charged defects (±2,±3, and±4). It is non-trivial to
calculate the accurate correction: in order to roughly evaluate the error, we use the heuristic
approach introduced by Makov and Payne [32]. Using this formalism, the electrostatic
interaction energy between charged supercells is

E = E0 − q2α

2Lε
− 2πqQ

3L3ε
+ O(L−5) (7)

whereE0 is the total energy obtained from the calculations,q is the charge of the supercell,
Q its quadrupole moment,α the Madelung constant,ε the static dielectric constant, andL
the size of the supercell used. The Madelung constant used here isα = 1.41865 (estimated
for the rectangular cell containing 128 atoms; the cell size is 19.89 au) and forε we take
the experimental value of 6.7. For 4H-SiC we obtain corrections forq = ±1 of ≈0.19 eV,
while for q = ±2 they are≈0.75 eV. However, by calculating only the first term, we may
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overestimate the error (the second term is about one third of the value of the first correction
term [46]. Hence, we should also be careful in interpreting the results after the correction. In
order to compare the results both with other calculations and with the experiments and discuss
them, we present the data with and without the Medelung correction.

3. Neutral defects

The calculated formation energies for neutral antisites and vacancies are presented in table 2.
The results are given for both cubic and hexagonal sites in 4H-SiC. As discussed in the previous
section, there is no unique way to determine the formation energy, since it depends on the
chemical potentials of the atoms, i.e. on the stoichiometry of the compound. This implies that
the formation energy depends on the conditions under which the defects are formed (growth,
processing, and annealing). Hence, the chemical potential difference can have different values
varying over a range of 1.33 eV for antisites and 0.67 eV for vacancies from Si- to C-rich. In
table 2, the formation energy values are given for Si-rich (�µ = �H), stoichiometric (�µ =
0), and C-rich (�µ = −�H) material.

Table 2. Formation energies (in eV) of neutral point defects in 4H-SiC. The results are for antisites
as well as for silicon and carbon monovacancies. The values of the formation energy are given for
stoichiometric (�µ = 0) as well as for Si- and C-rich material. The calculations are made for both
cubic and hexagonal lattice sites, as indicated by the superscripts ‘cub’ for the cubic site and ‘hex’
for the hexagonal atom site.

Si-rich: Stoichiometric: C-rich:
Defect �µ = �H �µ = 0 �µ = −�H

Silicon antisites

Sicub
C 3.62 4.29 4.95

Sihex
C 3.58 4.25 4.92

Carbon antisites

Ccub
Si 4.19 3.52 2.85

Chex
Si 4.24 3.57 2.90

Silicon vacancies

Vcub
Si (S = 0) 8.70 8.37 8.03

(S = 1) 8.37 8.03 7.70

Vhex
Si (S = 0) 8.60 8.26 7.93

(S = 1) 8.40 8.06 7.73

Carbon vacancies

Vcub
C 3.74 4.07 4.41

Vhex
C 3.82 4.21 4.49

For stoichiometric material the carbon antisite Ccub
Si at the cubic lattice site has the lowest

formation energy: 3.52 eV. But the carbon vacancy Vcub
C and the silicon antisite Sihex

C also
have low formation energies of 4.07 eV and 4.25 eV, respectively, while the silicon vacancy
has a much higher formation energy of about 8 eV. Hence, in Si-rich material, Sihex

C and Vcub
C

are likely to dominate according to their formation energies of 3.58 and 3.74 eV, respectively.
In C-rich material, the clearly most dominant defect will be the carbon antisite, since the
formation energy of Ccub

Si takes values as low as 2.85 eV.
The formation energy values differ between defects in cubic and hexagonal atom sites

only by a comparatively small amount (0.03–0.14 eV)—depending on the defect. We find
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generally that the energy required to form a defect on a cubic site is slightly lower than the
corresponding one for the hexagonal lattice site. However, the difference is so small that it is
not expected to influence the defect concentrations significantly.

Our results for monovacancies are in accordance with the PWPP results reported recently
by Zywietzet al in reference [27]. In section 5, we will discuss our results for 4H-SiC together
with the results obtained recently for other polytypes (references [26–30]).

4. Charged defects

In this section, we present results for monovacancies and antisite defects in all their relevant
charge states. The results provide information on ionization levels, stabilities of different
charge states, and point group symmetries of the defects. We also discuss how the lattice site
of 4H-SiC (cubic or hexagonal) modifies defect properties such as atomic relaxations around
a given defect.

Considering charged defects, their formation energy depends on the position of the
electron chemical potential according to equation (1) or (5). When the electron chemical
potential is low (Fermi level below the mid-gap—close to the valence band), positive charge
states are favoured. At high values of the electron chemical potential (Fermi level above the
mid-gap—close to the conduction band), defects are able to bind extra electrons and negative
charge states are more favourable. The ionization levels are defined as those values of the
electron chemical potential (µe) where the formation energy lines of two stable charge states
intersect. In all the following figures, the formation energies arising from equation (5) are
plotted as functions of the electron chemical potentialµe for all charge states (straight lines).
Additionally, we assume that defects are formed under stoichiometric conditions (�µ = 0).
As explained in section 2, we present the data for the charged formation energies with and
without the Madelung correction.

4.1. Silicon vacancy—ionization levels

For 4H-SiC we find several stable charge states, ranging from 2+ to 2−. Although they are
likely to be unphysical, we have also calculated results for the highly negative charge states
(3− and 4−). In figure 2 the formation energy for the silicon vacancy at the cubic and
hexagonal lattice sites is shown as a function of the electron chemical potential. Panels (a) and
(b) show results without the Madelung correction, while in panels (c) and (d) the Madelung
correction is applied to correct the formation energies of charged defects.

The ionization levels of VSi calculated from the total energies are also shown for both
vacancy sites in table 3, while the levels for 3− and 4− are shown in table 4. The results
in table 3 are compared with results obtained for other polytypes (2H and 3C) in reference
[30], as well as to previous results for 4H-SiC [27]. The cited values for negative charge
states in 4H-SiC taken from reference [27] are given in brackets, since they cannot be directly
compared with our results. As explained in section 2, these levels are calculated from the
conduction band minimum, and our results from the valence band maximum. However, the
comparison can be made, provided that the gap differenceEEXP − ELDA ∼ 1 eV is added to
our results for the levels 0/1− and 0/2−.

Let us first discuss the results without the Madelung correction (figures 2(a), 2(b)). For
very small values of the electron chemical potential (heavily p-type material) VSi is stable in the
charge state 2+. As the value of the electron chemical potential sweeps through the band gap,
the vacancy can bind at least four additional electrons (corresponding to a charge state 2−),
and theoretically, even more (corresponding to a charge state 4−). Compared to those for
other point defects, the formation energy for the neutral vacancy VSi in SiC is very high,
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Figure 2. The silicon monovacancy at cubic ((a) and (c)) and hexagonal ((b) and (d)) lattice sites
for stoichiometric material. Panels (a) and (b) ignore the Madelung correction, while panels (c)
and (d) include it. Formation energies for different charge states (dashed lines), with each charge
state indicated, are given. The thick solid line corresponds to the lowest formation energy as a
function of the electron chemical potential. The ionization levels (indicated by arrows) are at the
intersections of the dashed lines. Note that the highly negative charge states are shifted close to or
into the conduction band when applying the Madelung correction.

∼8 eV. However, since VSi in 4H-SiC can carry a charge from 2+ to 2−, its formation
energy depends strongly on the value of the electron chemical potential. In particular, in
C-rich SiC the formation energy of V2−

Si may become as low as∼4 eV (see figure 2), while
for the positive charge state the formation energy remains relatively high, i.e. above 7 eV.
For the silicon vacancy VSi at both cubic and hexagonal lattice sites in 4H-SiC, we see that
the lowest ionization level (2+/1+) is only 0.1 eV above the valence band maximum, while
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Figure 2. Continued

even the highly charged states are situated nearly all below the mid-gap. This seems to be
unphysical.

When the Madelung correction is taken into account, the silicon vacancy does not stabilize
in the charge state 2+ any longer (see figures 2(c), 2(d)). Additionally, only for the hexagonal
site is the level (1+/0) found just above the VBM (see table 3). The Madelung correction also
affects the negative charge states. Hence, the corresponding ionization levels are found deeper
in the band gap: the level (0/1−) is found at 0.6 eV above the VBM while (1−/2−) is about
1 eV higher. It becomes doubtful whether the highest charge state 4− remains stable, since it
moves above the Kohn–Sham band edge.
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Table 3. Ionization levels from LSDA calculations for the relaxed silicon vacancy in 4H-SiC. The
results are given in eV above the valence band maximum. For comparison, we also list results for
other polytypes and from other calculations for 4H-SiC. The values in brackets are shifted as in
Zywietz et al [27] and discussed in the text. For the values in the last three rows the Madelung
correction has been applied.

Ionization levels (eV above the VBM)

Defect 2+/+ +/0 0/− −/2−
4H: Vcub

Si [a] 0.14 0.18 0.38 1.04

4H: Vcub
Si [b] 0.06 0.20 (1.19) (1.94)

4H:Vhex
Si [a] 0.09 0.27 0.45 1.02

4H: Vhex
Si [b] 0.08 0.31 (1.28) (1.95)

3C: VSi [c] 0.43 0.50 0.56 (1.56) 1.22 (2.22)
2H: VSi [c] 0.05 0.13 0.32 (1.32) 0.91 (1.91)

Madelung correction
applied

4H: Vcub
Si [a] −0.43 −0.02 0.57 1.60

4H: Vhex
Si [a] −0.48 0.08 0.64 1.58

2H: VSi [a] −0.51 −0.06 0.51 1.47

a This work.
b Zywietz et al [27].
c Torpoet al [30].

Table 4. Ionization levels from LSDA calculations for highly negative charge states: for the
relaxed silicon vacancy in 4H-SiC the results are given in eV above the valence band maximum.
For comparison, we list also results for other polytypes (3C- and 2H-SiC) from reference [30].
The values in brackets are shifted as in reference [27]. For the values in the last three rows the
Madelung correction has been applied.

Ionization levels
(eV above the VBM)

Defect 2−/3− 3−/4−
4H: Vcub

Si [a] 1.21 (2.25) 1.36 (2.40)

4H: Vhex
Si [a] 1.23 (2.27) 1.45 (2.49)

3C: VSi [c] 1.35 (2.35) 1.40 (2.40)
2H: VSi [c] 1.04 (2.04) 1.24 (2.24)

Madelung correction
applied

4H: Vcub
Si [a] 2.14 (3.14) 2.67 (3.67)

4H: Vhex
Si [a] 2.26 (3.26) 2.66 (3.66)

2H: VSi [c] 1.97 (2.97) 2.55 (3.55)

a This work.
b Zywietz et al [27].
c Torpoet al [30].

4.2. Silicon vacancy—spin effects

According to the simple one-electron model [47, 48], the electronic structure of a vacancy
in a covalent solid is described by molecular orbitals constructed from four dangling bonds
next to the vacancy. The defect molecular orbitals consist of the lowest a1 one and a triply
degenerate t2 one, so a1 can accommodate two electrons and t2 six. However, the crystal can
usually gain energy by relaxing atoms next to the vacancy. Lowering the symmetry destroys
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the degeneracy of the t2 orbital, provided that the energy gained by the overlapping dangling
bonds overcomes the energy lost in distorting the lattice. This effect is called theJahn–Teller
distortion. The most prominent example is the silicon vacancy in Si bulk, which is subject
to a strong Jahn–Teller distortion. It is well described by the single-electron picture [48,
49].

Although in some cases the ground state of the vacancy can be qualitatively described
within a single-electron picture combined with lattice distortions, in most cases the complicated
many-electron effects and the nature of surrounding crystal field dominate. For example,
exchange effects of electrons in the degenerate t2 orbital can be strong (electrons prefer
parallel spins). For a vacancy system, which is not subject to a Jahn–Teller distortion, the
exchange interactions can result in high-spin ground states.

The high-spin ground state for the vacancy in diamond has been confirmed experimentally
[50]. Because the local atomic environments for the monovacancy in diamond and the
silicon vacancy in silicon carbide are similar, it is natural to consider the possibility that
vacancies can form high-spin states even in SiC. In fact, for SiC the high-spin ground
state for the singly negative vacancy was also identified in both experiment and theory [13,
27, 30]. However, using multi-configurational self-consistent-field calculations it has been
argued that for the ground state of the neutral silicon vacancy in 3C-SiC the spin singlet
is about 0.1 eV more favourable than the spin-triplet state [51]. On the other hand, this
calculation involved quite a small cluster where only the first-neighbour atoms were allowed
to relax.

In order to study the total spin of the electronic structure of the silicon vacancy in 4H-
SiC, spin-polarized (LSDA) calculations are performed both for high- and low-spin states
considering all relevant charge states (0, 1−, 2−). By calculating total energies while fixing
the total spin of the supercell to low- and high-spin values, we are able to compare the energies.
The ground state is that one possessing the lowest energy. In terms of the simple molecular
orbital model, the many-electron high-spin ground states result in the following filling of the
a1 and t2 orbitals: a↑↓

1 t↑↑
2 , a↑↓

1 t↑↑↑
2 , a↑↓

1 t↑↓↑↑
2 for V0

Si, V1−
Si , V2−

Si , respectively. The energy
differences between low- and high-spin states, presented in table 5, indicate that high-spin
states are the configurations with the lowest energy for all charge states of the silicon vacancy
in 4H-SiC. The strongest exchange interaction, and the largest energy lowering in comparison
to the low-spin state, is calculated for the singly negative charge state. In the following, we
let the spins of the three gap states be parallel for the high-spin stateS = 3

2. For vacancies
at hexagonal and cubic sites in 4H-SiC, we calculate an energy lowering compared to the
low-spin stateS = 1

2 of �E = 530 meV and�E = 440 meV, respectively (see table 5). Also

for the neutral and doubly negative charge states (V0
Si and V2−

Si ) the high-spin state withS = 1
has a lower total energy (see table 5).

Furthermore, we find for V1+
Si and V3−

Si , which are low-spin ground-state defects, a
prominent exchange interaction as well. This can be seen from table 5 as unexpected large
differences in the total-energy values between spin-compensated (LDA) and spin-polarized
(LSDA) calculations. In addition to the results of this work for 4H-SiC, we present in
table 5 results previously obtained for 3C- and 2H-SiC in [30] as well as results from reference
[27] for 4H-SiC. As mentioned before, strong exchange interactions are coupled to lattice
relaxations presented for VSi in the following section 4.3. Results concerning the high-spin
states are further discussed in section 5. Spin effects for V0

C in SiC have been reported and
discussed in detail in references [27, 28, 30, 51].
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Table 5. Spin-polarization effects in 4H-, 3C-, and 2H-SiC: considering different charge states
of the silicon vacancy, the table shows the energy differences (in eV)�E = ELDA − ELSDA

between spin-compensated (LDA) and the spin-polarized (LSDA) calculations. For 4H-SiC the
values are given separately for cubic and hexagonal lattice sites. Within the LDA the spin state is
always low, eitherS = 0 or S = 1/2, whereas within the LSDA the total spinS for each charge
state corresponds to the ground-state spin configuration and is marked in the second column of
the table. For comparison, we also list results for other polytypes and from other calculations for
4H-SiC.

�E = ELDA − ELSDA (eV)

Charge state: 1+ 0 1− 2− 3−
LSDA; total spinS: 1/2 1 3/2 1 1/2

4H: Vcub
Si [a] 0.12 0.33 0.44 0.38 0.07

4H: Vcub
Si [b] — 0.26 0.49 0.24 —

4H: Vhex
Si [a] 0.13 0.20 0.53 0.20 0.10

4H: Vhex
Si [b] — 0.26 0.45 0.26 —

3C: VSi [c] 0.08 0.38 0.58 0.42 0.24

2H: VSi [c] 0.14 0.32 0.46 0.18 0.09

aThis work.
bZywietz et al [27].
cTorpoet al [30].

4.3. Silicon vacancy—relaxations

The relaxations around silicon vacancies at cubic and hexagonal lattice sites in 4H-SiC are
given for different charge and spin states in table 6 and table 7, respectively. The four carbon
atoms surrounding a Si vacancy are subject to a large net outward relaxation, reflected in
an increase of the distances considered of about 10%. Alternatively, looking at the volume
change of the tetrahedra defined by nearest-neighbour (NN) C atoms surroundingSi vacancies,
those at cubic or hexagonal lattice sites show a volume increase from 25% to 36% and from
24% to 33%, respectively—depending on their charge state. Hence, the relaxation around Si
vacancies at cubic lattice sites tends to be slightly larger (cf. tables 6 and 7).

Table 6. Relaxations around the cubic silicon vacancy Vcub
Si in 4H-SiC, given in % compared to the

ideal tetrahedral distances between NN carbon atoms. The distancesb1–b6 are labelled according
to figure 3. The volume change is defined for the tetrahedra as�V = 100(V − V0)/V0. The last
column lists the symmetry groups for the defects.

Tetrahedral distances (%) compared to ideal value

Charge Spin b1 b2 b3 b4 b5 b6 �V Symmetry

2+ 0 +10.6 +10.5 +9.1 +10.5 +9.2 +9.1 +32.4 C3v
1+ 1/2 +10.1 +10.4 +9.0 +9.3 +9.1 +9.4 +31.4 C2v
0 0 +7.2 +9.7 +8.4 +10.5 +9.4 +7.2 +28.4 ∼C3v
0 1 +9.6 +9.0 +8.6 +9.7 +9.6 +9.0 +30.4 ∼C3v
1− 1/2 +9.6 +9.5 +8.3 +9.8 +8.5 +8.5 — C3v
1− 3/2 +8.9 +8.8 +8.6 +9.1 +8.8 +8.8 +29.0 Td
2− 0 +8.1 +8.1 +9.4 +11.0 +8.8 +8.7 +29.5 ∼σ1v
2− 1 +9.6 +9.6 +9.0 +8.5 +9.9 +9.9 +30.9 C2v
3− 1/2 +10.3 +9.1 +9.5 +10.0 +10.5 +10.8 +33.3 ∼C2v
4− 0 +10.3 +10.3 +10.9 +10.6 +11.4 +11.4 +36.1 ∼C3v
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Table 7. Relaxations around the hexagonal silicon vacancy Vhex
Si in 4H-SiC given in % compared

to the ideal tetrahedral distance between NN carbon atoms. The distancesb1–b6 are labelled
according to figure 3. The volume change is defined for the tetrahedra as�V = 100(V −V0)/V0.
The final column lists the symmetry groups for the defects.

Tetrahedral distances (%) compared to ideal distance

Charge Spin b1 b2 b3 b4 b5 b6 �V Symmetry

2+ 0 +9.8 +10.2 +9.9 +10.3 +10.0 +10.2 33.3 Td
1+ 1/2 +9.6 +10.1 +9.6 +9.7 +9.7 +10.0 32.1 C3v/Td
0 0 +8.9 +9.3 +8.1 +6.4 +9.7 +10.0 29.7 ∼C2v
0 1 +9.0 +9.3 +8.5 +9.1 +9.1 +9.3 — ∼Td
1− 1/2 +8.6 +9.1 +7.6 +9.3 +7.4 +7.6 26.1 C3v
1− 3/2 +7.8 +8.2 +7.9 +8.3 +7.9 +8.2 — Td
2− 0 +6.8 +9.8 +7.6 +7.0 +9.5 +7.3 26.6 ∼D2d
2− 1 +8.1 +8.5 +7.9 +7.8 +8.3 +8.5 — ∼Td/C3v
3− 1/2 +8.1 +8.8 +7.9 +8.0 +8.5 +8.5 27.1 ∼C3v
4− 0 +8.2 +8.6 +8.3 +8.4 +8.2 +8.5 27.3 ∼C3v

b1
b2

1

2

3
4 b3

b4

b5

b6

Figure 3. The distances of NN atoms around a vacancy in SiC making a tetrahedron. The labels
b1–b6 are used in tables 6, 7, and 9 to indicate the relaxations.

The atomic geometries around Si vacancies, reported in tables 6 and 7, indicate that the
symmetry is not much lowered around silicon vacancies, i.e. there are no prominent Jahn–
Teller distortions, although the spin state is low. The point symmetry groups around vacancies
are indicated in the last column in table 6 and in table 7. The point symmetry group for the
silicon vacancy is generally Td or close to that; less frequently a lower symmetry like∼C3v is
found.

In fact, the four carbon atoms, NN to VSi, tend to change their bond angles with the
three silicon atoms neighbouring them into a configuration where all four carbon atoms form
sp2-like bonds with their neighbouring silicon atoms—similar to graphite (see figure 4). This
is in contrast to the Jahn–Teller-distorted Si vacancy in Si bulk, where the surrounding silicon
atoms are likely to relax inwards, taking a configuration where two pairs of dangling bonds
overlap.

4.4. Carbon vacancy—ionization levels

For the carbon vacancy in 4H-SiC, we find several stable charge states, ranging from 2+ to
2−, where the 2+, the neutral, and the 2− charge states are those lowest in energy and, hence,
the most stable ones (see table 8 and figure 5).

Let us first look at the results without the Madelung correction applied: according to
the calculations, on increasing the electron chemical potential for V2+

C , two electrons become
localized at the carbon vacancy, and thus the negative-U behaviour(2+/0) is observed. Hence,
the ionization level (2+/1+) (cf. figure 5) should not be observable. A similar phenomenon
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Figure 4. Relaxed atomic positions for the silicon monovacancy at the cubic lattice site in the
singly negative charge state V−

Si: the silicon atoms are the bigger, dark grey ones, while C atoms
are light grey. The four small, black atoms (C) are the nearest neighbours to the missing Si atoms.
Note the outward movement of NN C atoms leading to planar sp2 bonds.

(This figure is in colour only in the electronic version)

occurs also between the charge states (0/2−). Within the accuracy of LSDA-DFT, it is
impossible to tell whether the singly positive or singly negative carbon vacancy V−

C stabilizes
for some value of the electron chemical potential.

For carbon vacancies at cubic lattice sites in 4H-SiC the ionization levels (2+/1+) and
(1+/0) are not observed and the negative-U transition (2+/0) is, according to our calculations,
located at 1.57 eV above the VBM. The ionization levels (0/1−) and (1−/2−) are also not
observed and the other negative-U transition (0/2−) is located at 1.97 eV above the VBM (see
figure 5(a) and table 8).

Table 8. VC: ionization levels for the relaxed carbon vacancies in 4H-SiC. The results are from
LSDA calculations given in eV above the valence band maximum. The upper part—without
Madelung correction—leads to negative-U transitions, while in the lower part, when the Madelung
correction is applied, the results indicate that the singly charged states (1+, 1−) stabilize as well.

Ionization levels (eV above VBM)

NegativeU NegativeU
VC 2+/1+ 2+/0 1+/0 0/1− 0/2− 1−/2−
4H cubic [a] (1.74) 1.57 (1.41) (2.09) 1.97 (1.85)
4H hexagonal [b] (1.68) (1.37) (2.74) (2.45)
4H hexagonal [a] (1.53) 1.53 (1.53) (1.90) 1.78 (1.65)
4H hexagonal [b] (1.68) (1.44) (2.71) (2.42)

Madelung correction
applied
4H cubic [a] 1.18 — 1.22 2.28 — 2.41
4H hexagonal [a] 0.97 — 1.34 2.09 — 2.21

aThis work.
bZywietz et al [27].

For carbon vacancies at hexagonal lattice sites the charge states 2+, 0, and 2− stabilize
at some values of the electron chemical potential. The singly positive charge state is nearly
stable at 1.53 eV above the VBM. The respective ionization levels for (2+/0) and (0/2−) are
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Figure 5. Carbon monovacancies at cubic ((a) and (c)) and hexagonal ((b) and (d)) lattice sites
for stoichiometric material. Panels (a) and (b) ignore the Madelung correction, while panels (c)
and (d) include it. Formation energies for different charge states (dashed lines), with each charge
state indicated, are given. The thick solid line corresponds to the lowest formation energy as a
function of the electron chemical potential. The ionization levels (indicated by arrows) are at the
intersections of the dashed lines. Note that the negative-U behaviour vanishes when the Madelung
correction is applied.

calculated for the hexagonal vacancy to be at 1.53 eV and 1.78 eV above the VBM (see figure
5(b), table 8, and reference [27]).

When the Madelung correction is applied, the formation energies change and V1+
C and V1−

C
do stabilize (see figures 5(c) and 5(d)). The four ionization levels obtained are given in table
8. These results will be discussed in section 5 together with corresponding experimental data.
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Figure 5. Continued

4.5. Carbon vacancy—relaxations

The relaxations around the carbon vacancy in SiC are quite similar to those observed for the
silicon vacancy in bulk Si. The strong relaxations in the case of the carbon vacancy in SiC
are explained by the following one-electron model: the sp3 orbital becomes energetically
unfavourable and the atoms surrounding the vacancy are likely to relax into a configuration
where two pairs of dangling bonds overlap. This Jahn–Teller distortion breaks the symmetry
of the molecular sp3 orbital and—in terms of the one-electron model—the degeneracy of the
t2 orbital is split.

In SiC the four nearest-neighbour atoms of a carbon vacancy build a tetrahedron (see
figure 6). To characterize the relaxations around carbon vacancies, we compare the distances
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Figure 6. Relaxed atomic positions for the carbon monovacancy at the cubic lattice site V0
C: the

silicon atoms are the bigger, dark grey ones, while C atoms are light grey. The four large, black
atoms (Si) are the nearest neighbours to the missing C atoms. For the NN Si atoms one observes
an inward relaxation resulting in a Jahn–Teller distortion. The reason for the inward movement is
the formation of two new bonds (thick) between each pair of the NN Si atoms to the C vacancy,
and hence an energy gain.

(This figure is in colour only in the electronic version)

along the tetrahedra of NN silicon atoms, surrounding the C vacancy, to their ideal distances
in a perfect 4H-SiC crystal (cf. the discussion in section 4.3). In table 9 we give the changes
of the distances of the NN Si atoms belonging to the tetrahedron around the C vacancy from
their ideal distances in 4H-SiC bulk. A strong inwards Jahn–Teller distortion with D2d or
D3d point symmetry group is found for both negative (2−, 1−) and neutral charge states. In
contrast, for the positive charge states V1+

C and V2+
C an outward relaxation accompanied by

a higher symmetry (∼C3v) is found. The volume of the tetrahedron changes for the positive
charge states by between +5 and +20% (see table 9). The corresponding volume changes for
the neutral and negative vacancies are between−10 and−30% (see table 9).

4.6. Antisites—ionization levels

Without applying the Madelung correction, we find in 4H-SiC four possible ionization levels
for the silicon antisite from 4+ up to the neutral defect (figure 7). However, when the formation
energies are corrected with the Madelung term, the high-charge states vanish to the valence
band, and only the singly positive Si+

C and the neutral charge state Si0
C are stable. The ionization

level (+/0) is then found for Sicub
C at 0.21 eV above the VBM, while for the hexagonal antisite

Sihex
C it is located slightly higher at 0.24 eV. Comparing the results in 4H-SiC to other polytypes

[29] (2H and 3C), we find only minor differences regarding the positions of the ionization
levels (see table 10 and [29]).

4.7. Antisites—relaxations

The atomic relaxations around the carbon antisite C0
Si are generally inward: the C–C bond

lengths are between 10 and 12% shorter than the ideal Si–C bond length (see table 11). For the
silicon antisite SiC, the relaxations are outward, between 13 and 20%. Both neutral antisites
exhibit Td symmetry. In the case of the silicon antisite, the symmetry for higher charge states
is broken and a Jahn–Teller distortion with∼C3v symmetry is found.

According to these results the carbon antisite C0
Si is both optically and electrically inactive,

while the silicon antisite Si+
C should be observable (see the discussion in section 5).
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Table 9. Vcub
C and Vhex

C : carbon vacancies at cubic and hexagonal lattice sites in 4H-SiC. Rela-
xations around a vacancy depend on its charge and spin state. They are given in % compared to the
ideal tetrahedral distance between NN silicon atoms. The distancesb1–b6 are labelled according
to figure 3. The last two columns give the tetrahedral volume change�V = 100(V −V0)/V0 and
the symmetry groups for the defects.

Tetrahedral distances (%) compared to ideal distance

Charge b1 b2 b3 b4 b5 b6 �V Symmetry

Carbon vacancy—

cubic site: Vcub
C

2+ +7.6 +7.5 +5.6 +7.8 +5.7 +5.6 +21% C3v
1+ −2.3 +3.8 +2.6 +4.7 +3.5 −1.6 +5% ∼C2v
0 −12.1 +1.3 +0.2 +2.1 +1.2 −10.5 −12% ∼D2d
1− −18.4 +0.9 −7.6 +0.9 −6.8 −1.7 −18%
2− −15.6 −5.3 −0.5 −4.9 −1.1 −3.4 −28%

Carbon vacancy—

hexagonal site: Vhex
C

2+ +5.2 +5.5 +5.5 +6.6 +6.4 +6.7 +19% C3v
1+ +2.2 +2.4 +2.4 +5.4 +5.3 +5.3 +12% C3v
0 −10.0 +0.4 −0.6 +3.2 +2.4 −8.6 −9% ∼D2d
1− −10.1 +0.8 −11.2 +2.8 −4.9 +2.4 −11%
2− −17.0 −17.9 −0.2 −17.7 +0.5 +0.6 −23% D3d

Table 10. SiC: ionization levels for the relaxed silicon antisites in 3C- and 4H-SiC. The results
are from LSDA calculations, given in eV above the valence band maximum. The electrostatic
interactions between charged supercells are taken into account in the latter values using the
Madelung correction. These results indicate that higher charge states (2+, 3+, 4+) do not stabilize.

Ionization levels (eV above the VBM)

SiC 4+/3+ 3+/2+ 2+/1+ 1+/0

4H cubic 0.19 0.22 0.28 0.40 This work
4H hexagonal 0.20 0.24 0.30 0.43 This work
3C cubic 0.23 0.24 0.37 0.42 Reference [29]

Madelung correction
applied
4H cubic (−1.12) (−0.71) (−0.28) 0.21 This work
4H hexagonal (−1.11) (−0.69) (−0.26) 0.24 This work

5. Discussion

In this section we first try to characterize all intrinsic point defects in 4H-SiC by giving their
wanted poster in terms of their properties arising from our calculations: formation energies,
symmetries (relaxations), and ionization levels. If not otherwise stated, all cases of charged
defects discussed in this section refer to results including the Madelung correction (see section
2.2 and below). In the second part of the discussion we relate the calculated properties to
experimental results.

5.1. Properties

5.1.1. Formation energies. The calculated formation energies can give hints as to which
kinds of intrinsic point defects tend to dominate under certain growth conditions (C- or
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Table 11. Calculated NN distances for all possible antisites in 4H-SiC: Ccub
Si , Chex

Si , Sicub
C , and

Sihex
C . The carbon antisite exists only in the neutral charge state. The numbersa1–a4 give the

changes in % of the ideal bond length (three bonds 1.862 Å and one 1.871 Å) in 4C-SiC.

Nearest-neighbour distances (%)

Defect Charge a1 a2 a3 a4 Symmetry

Carbon antisite
in 4H-SiC

Ccub
Si 0 −12.0 −11.6 −11.5 −11.6 Td

Chex
Si 0 −10.7 −11.8 −11.4 −11.4 ∼Td

Silicon antisite
in 4H-SiC

Sicub
C 0 +13.3 +14.4 +14.1 +14.2 ∼Td

Sihex
C 0 +15.0 +14.1 +13.9 +14.0 ∼Td

Sicub
C 1+ +13.6 +14.6 +16.2 +16.5 ∼C3v

Sihex
C 1+ +15.1 +14.5 +16.4 +16.0 ∼C3v

Sicub
C 2+ +13.7 +15.2 +16.2 +19.5 ∼C3v

Sihex
C 2+ +15.1 +14.8 +18.5 +17.3 ∼C3v

Sicub
C 3+ +13.8 +16.7 +17.4 +19.0 ∼C3v

Sihex
C 3+ +15.1 +16.7 +17.7 +18.7 ∼C3v

Sicub
C 4+ +13.9 +18.4 +18.1 +18.5 C3v

Sihex
C 4+ +15.1 +18.0 +18.6 +18.5 C3v

Si-rich, n- or p-type-doped). The effect of stoichiometry is generally small: for vacancies
the formation energies may vary by±0.33 eV over the whole range of the atomic chemical
potential difference. For antisites the corresponding value is±0.66 eV. The influence of
doping turns out to be more important, favouring either positive or negative charge states (cf.
section 2.2). We note generally small differences in the formation energies for different (cubic
or hexagonal) lattice sites of the order of 0.1 eV.

5.1.2. Symmetries (relaxations). The relaxations around the various intrinsic point defects
have been given in the tables in sections 4.3, 4.5, and 4.7. There also the correspondingsymme-
try groups have been indicated. Information derived from magnetic resonance methods (EPR,
ODMR, ENDOR, . . . ) can make it possible to attribute a symmetry group to certain defects.

5.1.3. Ionization levels. The ionization levels have been calculated as the intersection points
of the corresponding formation energy curves for differently charged defects. Generally, one
notes a slight site dependence of the ionization levels around 0.01–0.2 eV. In sections 4.1
and 4.4 we indicated both the Kohn–Sham band edge and the experimental conduction band
minimum in the figures given there. To directly compare our results to those of Zywietz
et al [27], we shifted the ionization levels (E′

D) in a similar manner for negative charge
states upwards, and thus obtained higher values for negative charge states just as in those
calculations—given in table 3 in parentheses.

To correct for the electrostatic self-interaction arising from charged supercells, we
employed the Madelung correction, in order to better compare calculated ionization levels to
experimental ones (see figures 8(a) and 8(b) for the level scheme without and with Madelung
correction). Nevertheless, it is difficult to conclusively identify experimentally detected
ionization levels and attribute them to a certain defect. The main experimental techniques are
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Figure 7. Silicon antisites on cubic ((a) and (c)) and hexagonal ((b) and (d)) lattice sites for
stoichiometric material. Panels (a) and (b) ignore the Madelung correction, while lower panels (c)
and (d) include it. Formation energies for different charge states (dashed lines), with each charge
state indicated, are given. The thick solid line corresponds to the lowest formation energy as a
function of the electron chemical potential. The ionization levels (indicated by arrows) are at the
intersections of the dashed lines. Note that the highly positive charge states are shifted close to or
into the valence band when the Madelung correction is applied.

photoluminescence and capacitance transient methods (PL, DLTS). Also positron annihilation
spectroscopy (PAS) has been used to study optical transitions, and thus to determine the
ionization levels. Generally, it is very difficult to attribute ionization levels determined by
DLTS to microscopically identified defects. One way is to carefully compare the annealing
behaviour of deep-level defects with those of known EPR centres after irradiation damage.



6224 L Torpo et al

5

4

3

2

1

0

F
o

rm
a

tio
n

 E
n

e
rg

y 
E

F 
[e

V
]

3.02.52.01.51.00.5

Electron Chemical Potential µe [eV]

Si
C
hex (∆µ=0) Madelung Corr.

 E
xp

e
rim

e
n

ta
l C

o
n

d
u

ctio
n

 B
a

n
d

 M
in

im
u

m

 K
o
h
n
-S

h
a
m

 B
a
n
d
 E

d
g
e
 

 3+ 
 2+ 

 1+ 

  0  
 (1

+
/0

) 

5

4

3

2

1

0

F
o

rm
a

tio
n

 E
n

e
rg

y 
E

F 
[e

V
]

3.02.52.01.51.00.5

Electron Chemical Potential µe [eV]

Si
C
cub (∆µ=0) Madelung Corr.

 E
xp

e
rim

e
n

ta
l C

o
n

d
u

ctio
n

 B
a

n
d

 M
in

im
u

m

 K
o
h
n
-S

h
a
m

 B
a
n
d
 E

d
g
e
 

 3+ 
 2+ 

 1+ 

  0  

 (1
+

/0
) 

(d)

(c)

Figure 7. Continued

5.2. Silicon vacancies

A characteristic for silicon vacancies in SiC is their high formation energy of about 8 eV
(neutral vacancy in stoichiometric material). All other intrinsic point defects in SiC have a
formation energy of about 4 eV. Only for highly n-type materials may negatively charged Si
vacancies also have formation energies in that range. Despite their large formation energy, Si
vacancies are found not only as irradiation defects but also in as-grown SiC [52].

The electronic structure of the silicon vacancy in SiC resembles that of the monovacancy
in bulk diamond—the local atomic environments are identical. As in the case of diamond,
V−

Si and V0
Si are found in high-spin states, exhibiting a large outward breathing relaxation
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of the surrounding C atoms, and preserving approximately the Td symmetry of the crystal,
while for the positive charge state V+

Si the symmetry is lowered to C3v (deviations have been
indicated in the tables of section 4.3). The reason for the outward relaxation of the surrounding
carbon atoms seems to be that they cannot form any new bonds (energy lowering) by inward
relaxation, since the C–C bond length in diamond bulk is 1.541 Å and in graphite 1.426 Å,
and is hence too short. Hence, NN carbon atoms undergo a rehybridization, relax outward,
and form more planar sp2 graphite-like bonds leaving aπ-dangling bond, which is lower in
energy than aσ -dangling bond [53]. For 2−, 1−, and the neutral charge state the high-spin
states (S = 1, 3/2, 1) give rise to the lowest total energies. Experimentally, the high-spin state
(S = 3 /2) for V−

Si has been observed in 4H-SiC [13]. Also for the neutral vacancy there are
experimental indications for a high-spin state [10].

The ionization levels are found for the (−/0) transition in the lower half of the band gap
(EV + 0.57 eV andEV + 0.64 eV for cubic and hexagonal lattice sites, respectively), while the
(2−/−) and the (3−/2−) levels are in the upper half of the band gap, at aboutEV + 1.6 eV
andEV + 2.2 eV, respectively (see figure 8). The possibility that in highly p-type material
silicon vacancies can exist in the positive charge state depends on the positions of the acceptor
levels, which fixes the electron chemical potential above the valence band for high-doping
conditions.

For 3C-SiC the ionization level (−/0) has been found inab initio calculations at about
EV + 0.45 eV [54], which is in good agreement with estimations based on PL data giving
EV + 0.5 eV [3, 4]. Hence, we may expect to find the (−/0) ionization level even for 4H-SiC
in that range, which agrees well with our results. This is also supported by the fact that silicon
vacancies in the negative charge state are found in both p- and n-type 3C-SiC [4], which in
turn implies that the (−/0) level must be situated in the lower half of the band gap. This and
our results agree with combined PL and ODMR studies where it has been estimated that the
position of the (−/0) level is at least 1.8 eV below the CBM and that the (3−/2−) level should
be closely below the n-donor level [10]. Since DLTS studies on acceptor-like deep levels
are rare, only a few levels have been identified so far: due to its similar annealing behaviour
compared with VSi found by PAS and the T1-EPR centre, the H1 level, found atEV + 0.55 eV
in 6H-SiC [55], can be attributed to the (−/0) level of the silicon vacancy. This is close to
our results ofEV + 0.57 eV andEV + 0.64 eV for cubic and hexagonal sites, respectively (see
figure 8).

A combined PAS-EPR study [16] identified the positron lifetime signal from silicon
vacancies with the T1-EPR centre (V−

Si) on the basis of their identical annealing behaviour.
Combining this with recent theoretical calculations for the annihilation characteristics of
vacancies at silicon and carbon sites [56] makes an unambiguous identification of the positron
lifetime signal related to VSi possible. Hence, IR absorption, changing the positron trapping
rate into VSi due to changes in their charge state, clearly identified the ionization levels of
the silicon vacancy atEC − 0.6 eV andEC − 1.1 eV in 6H-SiC [57]. This again fits well
with our results giving the (3−/2−) and the (2−/1−) levels atEV + 2.14 eV (EV + 2.26 eV)
andEV + 1.60 eV (EV + 1.58 eV) for cubic (hexagonal) sites, respectively (see figure 8(b)).
These values are atEKS − 0.5 eV andEKS − 1.0 eV below the Kohn–Sham band edge. DLTS
indicates a double level atEC − 0.62 eV andEC − 0.64 eV for electron-irradiated n-type
6H-SiC [22], which shows the same annealing behaviour as the T1-EPR centre and PAS [4,
16]. A similar level atEC − 0.68 eV was also found for 4H-SiC [58], but no annealing study
was performed there.

After electron irradiation of 4H-SiC a level denoted as EH5 (EC − 1.13 eV) was found
[58]. One at a corresponding energy was detected after a similar irradiation treatment in
6H-SiC: E7 (EC − 1.25 eV) [59]. Since they are both acceptor-like [58, 59] they may
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Figure 8. Energy-level schemes for Si and C vacancies as well as for Si antisites (C antisites
do not have any ionization levels) without (a) and with (b) Madelung correction. The results are
given for both cubic and hexagonal lattice sites, obtained from LSDA calculations employing a
128-atom supercell. Highly positively charged states are shifted by the Madelung correction into
the valence band and highly negative charge states into the upper half of the band gap or into the
conduction band (b).

be candidates for being the (2−/−) level, even though their annealing behaviour is not
clear so far.

5.3. Carbon vacancies

The carbon vacancy in its neutral charge state is characterized in stoichiometric material by
a formation energy of about 4 eV. For highly p- or n-type material the formation energy may
drop to about 2 eV for both doubly positive or doubly negative charge states.

The electronic structure of the carbon vacancy in SiC resembles that of the monovacancy
in pure silicon, since the local atomic environment is the same. About 30% of the electronic
wave function is located at the nearest-neighbour silicon atoms adjacent to the vacancy, while
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the rest of the wave function is spread out over more distant neighbours. In contrast to the
case for pure silicon, the four dangling bonds directed towards the next-nearest neighbours of
the vacancy hybridize in different ways depending on its charge state. Hence, the relaxation is
also affected. Carbon vacancies in neutral or negative charge states are characterized by large
Jahn–Teller-distorted inward relaxations, resulting in breaking of the Td symmetry towards
D2d, as already noticed in [27].

The reason for this behaviour is an energy lowering by the formation two new bonds of
the nearest-neighbour Si atoms. This re-binding of the dangling bonds is only possible by an
inward relaxation bringing the Si–Si distances to about 2.70 Å and, hence, closer to the bond
length in Si bulk (2.35 Å). For the lattice this is, even with the cost of lattice distortion, the
energetically most favourable way to deal with dangling bonds [53]. Similar features have
been observed for the Si monovacancy in Si bulk, where the distance for the new bonds is
about 2.65 Å. For the doubly positive charge state we find for both cubic and hexagonal lattice
sites outward relaxations, which nearly preserve the Td symmetry. For the singly negative
charge state a significant difference between C vacancies at cubic or hexagonal sites appears.

That positively charged carbon vacancies are found only in p-type material is reasonable,
since we find the ionization levels for (+/2+) and (0/+) slightly below the mid-gap, while the
others ((−/0) and (2−/−)) are aboutEKS − 0.3 eV andEKS − 0.2 eV below the Kohn–Sham
band edge for Vhex

C . For Vcub
C the levels are located atEKS − 0.5 eV andEKS − 0.4 eV (see

figure 8(b)). Note that the Madelung correction employed has removed the otherwise found
negative-U behaviour [27]. This is reasonable since, to our knowledge, no negative-U
behaviour has been found experimentally for (2−/0) or (0/2+). Without the Madelung
correction our results agree very well with those of reference [27].

A convincing identification of the microscopic structure of the carbon vacancy in SiC
has only been achieved for the positive charge state V+

C in irradiation-damaged p-type 3C-SiC
(T5 centre) [3] or p-type 4H- and 6H-SiC (EI5 centre) [11]. The identification is based on an
analysis of first- and second-nearest-neighbour hyperfine interactions directly resolved in the
EPR spectra. Like for the silicon vacancy V−

Si, V+
C also does not show any site dependence

for the EPR spectra in 4H or 6H polytypes [11]. The annealing behaviour is characterized by
one sharp annealing stage at about 200◦C in 3C-SiC [3, 4], while it may be slightly higher in
4H- and 6H-SiC [11]. The symmetry C3v, determined for 4H- and 6H-SiC [11], is in good
agreement with our findings (compare table 9).

Since the zero-to-negative ionization levels of the carbon vacancy are situated close to the
conduction band, there are several candidate levels from DLTS studies. The only convincingly
identified level is Ei (EC−0.51 eV) in 6H-SiC [22], since it shows the same annealing behaviour
as the T5 EPR centre (V+C). This level has also been found in 6H with a similar annealing
behaviour to VC [59]. But since Ei cannot be the carbon vacancy in its positive charge state,
we believe instead that Ei is related to the (2−/−) or (−/0) charge transition of the carbon
vacancy (compare figure 8(b)). Ei in 6H may correspond to EH1 (EC − 0.45 eV) found in
4H-SiC [58].

The other ionization levels of the carbon vacancy are with one exception (VC on a
hexagonal site: (+/2+) atEV + 0.97 eV) near the mid-gap and hence difficult to access with
DLTS. One level, H2 (EV + 0.78 eV), showing an annealing behaviour as expected for carbon
vacancies has been found in electron-irradiated p-type 6H-SiC [55]. Hence, H2 may well be
associated with the (+/2+) ionization level of the carbon vacancy on a hexagonal site.

The EH6/EH7 level (EC − 1.65 eV) [58] would be at the right position for ionization
levels of the carbon vacancy. But it persists to much higher temperatures and, hence, may
obscure the observation of the ionization levels of VC situated around the mid-gap.
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5.4. Antisite defects

Of all simple point defects the neutral carbon antisite CSi has the lowest formation energy, of
about 3.5 eV, in stoichiometric material. Its counterpart, the silicon antisite SiC, has a higher
formation enthalpy of 4.3 eV under the same conditions.

The CSi antisite, which exists according to our calculations only in the charge-neutralstate,
shows strong inward relaxations of the surroundingSi atoms while preserving the Td symmetry
(see table 11). The silicon antisite SiC, on the other hand, shows strong outward relaxation of
the surrounding C atoms. Even here the Td symmetry prevails for the charge-neutral state, but
is broken for the positively charged state (see table 11).

Since the carbon antisite CSi is found only in the charge-neutral state, no ionization levels
exist. Employing the Madelung correction, only the (+/0) level is stable atEV + 0.21 eV and
EV + 0.24 eV for the silicon antisite SiC on cubic and hexagonal lattice sites, respectively.
This means that SiC should act as a shallow donor in highly p-type material.

Even though the carbon antisite CSi has the lowest formation energy of all intrinsic simple
point defects considered, it turns out difficult to prove its presence by nearly all experimental
methods. It does not have an unpaired electron (it is not EPR active) nor does it exist in
charge states other than neutral (no DLTS or PL possible), nor can it be proved to be a shallow
positron trap. The only possible way to detect it may be by its induced lattice distortions
via channelling techniques. Since the silicon antisite SiC has an ionization level close to the
valence band it may be detected by capacitance transient techniques.

The EI6 EPR centre has been recently identified in electron-irradiated p-type 4H- and
6H-SiC as the isolated Si antisite in the positive charge state Si+

C, since it was only found
in p-type material [11]. The identification is based on hyperfine interactions. The defect
is supposed to have spin 1/2 and C3v symmetry. This coincides with our findings for that
defect.

Only one candidate level, HH1 in electron-irradiated p-type 6H-SiC, has been found in
a recent investigation on electron-irradiated material atEV + 0.35 eV [58]—not far from our
calculated value. However, it appeared only after annealing at about 350◦C and, hence, is likely
to be a complex. On the other hand, there exist older results for neutron-irradiated 3C-SiC
epitaxial layers, where three levels above the VBM have been detected: H1 (EV + 0.18 eV),
H2 (EV + 0.24 eV), and H3 (EV + 0.51 eV) [19, 60]. All defects should anneal at about
350◦C. In principle H1 and H2 could be due to antisite defects as calculated by us. But
a convincing identification would only be possible if one could compare the annealing
behaviour of H1 and H2 with the recently discovered EPR centre EI6 identified as Si+

C
[11].

5.5. Other polytypes

In [30] we performed calculations for the silicon vacancy in 2H-SiC. Comparing these to the
results for 4H-SiC, we see only minor differences between these polytypes. We can even note
that the hexagonal-site silicon vacancies have nearly the same formation energies of 8.1 eV
under stoichiometric conditions. The formation energy of the silicon vacancy in 4H at the
cubic site is about 0.1 eV lower. Comparing our results for a 128-atom rectangular supercell
to a calculation for 3C-SiC [27] employing a 216-atom cubic supercell, we find them close
to identical. But large differences are found when using for 3C only 128-atom supercells,
indicating that the use of a 128-atom cubic supercell and only the� point does not give
converged results for 3C-SiC.
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6. Conclusions

We find for the neutral antisite defects and for the neutral carbon vacancy low formation
energies around 3–4 eV. This indicates that their concentration as grown-in defects could be
high in SiC, which has also been claimed in the experimental literature. For the neutral silicon
vacancy, the formation energy is found to be as high as 8 eV. The results for the formation
energy vary to some extent (0.03–0.14 eV) depending on the lattice site, with the cubic case
generally favoured. In comparison with those for other polytypes the results are found to be
qualitatively similar.

The silicon vacancy VSi has one ionization level (0/+) very close to the valence band
maximum. Hence, it may be—dependent on the position of the donor level—difficult to
observe. The level (−/0) is found at aboutEV + 0.5 eV. The other two levels are situated
above the middle of the band gap. All are in reasonable agreement with positions determined
experimentally. We realize that the monovacancy in diamond is physically similar to the silicon
vacancy in SiC. Both exhibit the high-spin ground state and an undistorted Td symmetry, which
is found experimentally by means of EPR.

For the carbon vacancy VC, we find four stable charge states ranging from 2+ to 2−,
where the positive ones are slightly below the mid-gap and the negative ones are close to the
conduction band. Applying the Madelung correction, which takes into account the spurious
electrostatic interactions between charged supercells, the singly negative and positive charge
states stabilize as well. Thus, we do not find the previously claimed negative-U transitions
(2+/0) and (0/2−) [27]. In fact, experimentally the carbon vacancy has been recently found to
be stable in the positive charge state V+

C in 4H- and 6H-SiC [11]. Also for the carbon vacancy,
the calculated levels are in reasonable agreement with experiment.

The antisite defects SiC and CSi are generally found to be inactive both electrically and
optically. However, the positive ionization levels of SiC can be found when the electron
chemical potential is low, below 0.24 eV above the VBM. While levels near this position have
been found, their origin remains unclear.

Depending on the charge state, the relaxation symmetries for VSi are C3v and Td. For VC
a strong Jahn–Teller distortion, with the symmetry group∼D2, is found in most charge states.
CSi remains undistorted, while for SiC, in general, the C3v symmetry is obtained. The carbon
vacancy V+C and the silicon antisite SiC have recently been found in 4H- and 6H-SiC to exhibit
the same symmetries as those calculated here [11].
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